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Abstract

The constant advance in computing power makesatddiection and storage easier, so that the datakmsetend to be
very big. Market basket databases are very largarpidatabases. To identify the frequently boutgms from the
market basket data, a novel approach called K-Apalgorithm is proposed here, in which binary detaclustered
based on a linear data transformation techniqum flrequent item sets and association rules aredniexperimental
results show that the proposal has higher perfocsamterms of objectivity and subjectivity.
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1. Introduction & — 5 holds in the transaction sEtwith confidencec if

c% of transactions iiX that contairR also contairS. The

Mining frequent itemsgts anq as;ociatio_n rules .is rBle & = 5 has suppors in the transaction set if s% of
popular method for discovering interesting relagion

between variables in very large databases. Theidginpl Fansactions in X containst uUs. Given a set of
information within databases, mainly the imer@tintransactloné(, the problem of mining association rules is
association relationships among sets of objectsdha to © generate all association rules that have suppod
association rules which disclose useful patterns fgonfidence greater than the user-specified minimum
decision support, financial forecast, marketingigies, SUPPOrt callednin_supand minimum confidence called
even medical diagnosis and many other applicatiod8in_confrespectively.

Frequent itemsets play an essential role in marg da , ) ) ,
mining tasks that try to find interesting patteriiem | h€ support of an itemset is defined as the prapoxf

databases such as association rules[1], corredatiofi@nsactions in the data set which contain the stm
sequences, classifiers, clusters and many morehifhw Confidence is defined as the measure of certaimty o

the mining of association rules is one of the numsiular trustworthiness associated with each discoveretkenpat
problems. Rules that have both high confidence and suppat ar

called strong rules.
Association rule mining finds interesting assooiatior _ _ . .
correlation relationships among a large set of datms FOr frequent itemset generation and deriving assioci
[2], [4]. The original motivation for searching asgation ules from them, large number of algorithms likeriap
rules came from the need to analyze the supermarkgh FP-Growth Algorithm [4] and Eclat [S] are availabl
transaction data, that is, to examine customereha € first and arguably most influential algorithror f
terms of the purchased products. Association rulgfficient frequent itemset mining and associatiarer
describe how often items are purchased togethedirfg discovery is Apriori. _Apr|0r|-|nsp|red algorithmshew
all such rules is valuable to segment the itemedas 900d performance with sparse datasets such as marke
the buying patterns of the Customers. From the ktark@sket data so Apriori algorithm is considered h&fe
Basket Analysis, sales people can learn more abdpriori algorithm extracts a set of freql_Jer_1t itetssrom
customer behavior, can find which products perforf® data, and then pulls out the association nigs the
similarly to each other, which products should teced Nighest information content.
near each other and which products should be ¢trolsks-

For example, consideX = {X;, X, ...., %} be a set of 2. The Apriori algorithm

literals, called items. LeX be a set of transactions, where\nriori is an influential algorithm for mining fremnt
each transactiom is a set of items such thdi€ X. jtemsets for Boolean association rules. Algorithsesu
Consider a transactiohcontainsR, a set of some items inprior knowledge of frequent itemset properties [5].
X, if # € T. An association rule is an implication of theApriori requires that input and output fields alke b
form R — 5, whereR =X, ScX and Rn 5. The rule categorical.
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Apriori, developed in [2] is a level-wise, breadth-first 2.2 Generating association rules from frequent
algorithm which counts transactions. Apriori em@mn itemsets

iterative approach known as a level-wise searclera  Once the frequent itemsets from transactions iataldhse
itemsetsare used to explore{l) - itemsetsFirst, the set X have been found, it is straightforward to genesateng

of frequentl-itemsetds found. This set is denotéd. L, association rules from them, [5] where strong assiot

is used to find.,, the frequeng-itemsetswhich is used to rules satisfy both minimum support and minimum
find Lz, and so on, until no more frequanitemsetscan confidence. Based on confidence, association ndashe
be found. Finding of each, requires one full scan of thegenerated as follows.

database. To improve the efficiency of the levedewi a) For each frequent itemsek, generate all non-
generation of frequent itemsets, an important ptgpe empty subsets df.
called the Apriori property is used. Apriori proper b) For every non-empty subsgt of F, output the
means "All non-empty subsets of a frequent itemaest rule E —F —Eif the minimum confidence
also be frequent". This is made possible becausteof threshold (min_conf) is satisfied.
anti-monotone property of support measure thathes t
support for an itemset never exceeds the supporitfo support_count(F)
subsets. support _count (E) — min _conf
Algorithm 1: Apriori algorithm for Frequent Itemse t
Mining Since the rules are generated from frequent itesnsetn
C,: Candidate itemset of size n each rule automatically satisfies minimum support.
L,: frequent itemset of size n
L, = {frequent items}; The main issues of Apriori algorithm is the Databas
For (N=1; L, !=% ; n++) scanning of the whole dataset for every iteratibat is,
Do begin full database scan is needed every time so the
Ch.1 = candidates generated from;L computational efficiency is very less. In situagowith
For each transaction T in database do many frequent itemsets, long itemsets, or very low
Increment the count of all candidate Minimum support, it still suffers from scanning teetire
Coa database repeatedly to check a large set of camdida
that are contained in T itemsets. Discovering pattern of length 100 recuiat
L,..= candidates in G, with min_sup  least 2% candidates, it means, of subsets, repeated
End database scanning is very costly. To overcomeethes
Returnu,, L, issues K-Apriori algorithm is proposed which is kiped
- in section 3.

2.1 Data structure 2.3. Wiener Transformation
The data structure used in the Apriori algorithnaisoot
directed tree. The root is defined to be at deptar@ a
node at depth can point to nodes at depdh1. If nodeu
points to nodes thenu is the parent of, andv is a child
node ofu.

The binary data is pre-processed in K-Apriori aiton

by transforming into real data using the Wiener
Transformation, which is a statistical transforroati The
approach is based on a stochastic framework. Wiene
Transform is efficient on large linear spaces.

¢
The input for wiener transformation is stationarythw
known autocorrelation. It is a causal transfornratik is

B c based upon linear estimation of statistics [3]. THiener
transformation is optimal in terms of the mean squa
error. The Wienefilter is a filter proposed by Norbert
Wiener. The syntax for Wienditter is Y = wiener2 (X, [p
q], noise)for two-dimensional image which is normally

BC AC used for image restoration. The same formula il heee

\\/ for data mining task.
The inputX for K-Apriori algorithm is a two-dimensional

ZBC matrix and the output matriY is of the same size.
Wiener2 uses an element-wise adaptive Wiener method

L . based on statistics, estimates from a local neididuul
Every leafl represents a word which is the concatenatiQ, c.ch element Input is a 2-dimensional matexde

of the letters in the path from the rootltdNote that if the wiener2 function is used here. Wiener estimateddbal

first ‘g Ietter§ are the same in two words, then Fhe grStmeanu and variancer? around each element using the
steps on their paths are the same as well. Irefovitlered X .
equations given below.

sets, a link is labeled by an element of the st the tree
contains a set if there exists a path where this lare
labeled by the elements of the set, in increasrdgro

A

AB
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u=-= Ty myen X Oy my) (1) Output : Frequent Itemsets and Association rules

gl= ﬂ—qEnin:m{X‘ (n.n)—u) (2) //Binary data is transformed to real data in a \@dbasis
' using Wiener transformation.

Wheren is thep-by-glocal neighborhood of each element = Call function wiener2 (X

in the input matrixX. Wiener then creates a element-wis/é X is a vector i of X

Wienerfilter using these estimates, /[Calculate K clusters (G, ... Q) for V using K-means

5t algorithm
(X0 mp) — W) () call function kmeans (V, K)

Vin.n,)= u+

where »? is the average of all the local estimatedApriori procedure

variances. For each cluster C

Cd, : Candidate itemset of size n
2.4 K-means algorithm L.. frequent itemset of size n

L, = {frequent items};
The wiener transformed data is clustered with the For (n=1; L, = ; n++)

Standard K-means algorithm [6] which uses a mdgg
technique. Its main advantage is the short comiputait
time it takes to find a solution so that the clusig
process is very efficient. The algorithm iteratesween
the following steps till convergence: o

Do begin
G.1 = candidates generated from;L
For each transaction T in database do
Increment the count of all candidaie

that are contained in T

a) Initialize K centroids at random foK clusters and L.,= candidates in G, with

assign each vector/ transaction to the closesteclusyin support
centroid. - End

b) Compute the centroids of all current clusters. Returnu, L,

c) Generate a new partition by assigning each item Iri%d s
the closest cluster centroid.

d) If cluster membership changes comparing to the Ie}%nction wiener2 (X))
iteration, go to step 2,

else stop. Input : Binary data vector %of size 1 X q

Output : Transformed data vector, ¥f size 1 X g
3. K-Apriori Algorithm Step 1: Calculate the mean p for the vector n in the input

. . . vector b around each element
A novel method, K-Apriori algorithm for mining Fragnt 1

itemsets and deriving Association rules from bindaya k=q Znnzen X(ngimy)

are proposed here. K-Apriori is an enhanced versibn where 4 is the local neighbourhood of each element
Apriori algorithm based on the Apriori property atite

Association rule generation procedure. Step 2: Calculate the variance? around each element
In K-Apriori algorithm, the binary data is transfioed into si= LY (X ngng) — u)
real dom-ain using linear Wiener transformatiorventor T pg TMamaEn pras

basis because Market basket transactions are sgecfor

the database. The Wiener transformed data is ipagid ~ Wheren is the local neighbourhood of each element
using the multi-pass K-means algorithm in€oclusters.

Apriori procedure is used for frequent itemset anBtep 3: Perform wiener transformation for each element
association rule generation for the clusters. Tams in in every vector using this equation

the clusters are very similar, so that multiple amady
efficient frequent itemsets are generated in th&pgiori
algorithm for normal and high support and confidenc
values. The Apriori algorithm should be executedtipie
(K) times for the clusters, so K-Apriori is a multigsa Function kmeans (V, K)
algorithm. K-Apriori algorithm is described in Algthm

2.

% (Xlngmy) — )

g
Vingn, )= u+

P

Input : Transformed data matrix V and number of

Algorithm 2 : K-Apriori Algorithm for Frequent clusters K.
ltemset Output : K clusters

Mining
Input : Binary data matrix X of size p x q,
K (number of clusters)
16
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Step 1:
Choose initial cluster centers, 77, 27 randomly from
the N points

Xy, Xo, ... %, X OR

where q is the number of features/attributes
Step 2:
Assign point Xi=1,2, ...,ptocluster,Cj=1,2, ..., K

if and only if || X— Z|| < || X — Zll. t=1, 2,....K. and |
*1.

Ties are resolved arbitrarily.

Step 3:

*

, % as

Compute the new cluster centers,ZZ, ...
follows:

1

l:

4 X jeCy

4= X

wherei=1,2,...,K ancij =Number of points in
o]

Step 4:

Ifz" =2 ,i=1,2,..., K then terminate. Otherwisg &
Z" and go to step 2.

4. Empirical Study and Results

K-Apriori algorithm is an enhanced version of Apftio

Table 1: Apriori & K-Apriori Result analysis for Miet
Basket dataset with support =25%

Maximu
m Total Total
Number | Number Number
of of of
Confidenc Frequen | Frequent | Associatio
e t ltemsets n Rules
(%) ltemsets
512|825 ¢
=3 < > < >3 <
Tl [ | 9 o«
50 4 5| 63| 311 133 1218
60 4 51| 63| 311 121 934
70 4 5| 63| 311| 85 594
80 4 51| 63| 311 47| 339
90 4 51| 63| 311 17| 11d
100 4 5| 63| 311 1 24

But for 25% supportADINV, ADNVWandAINVWare the
frequent5-itemsetgyenerated by K-Apriori algorithm. K-
Apriori generates twenty threg-itemsets one hundred
and thirty nine2-itemsets ninety six 3-itemsets twenty
five 4-itemsetsand three5-itemsetsare generated. The
ARs generated are given below.

. > _ : 2 AIVW2N AIVWSN
algorithm. In K-Apriori algorithm, the binary dates
transformed into real domain using linear WienatpN=A CNPA
transformation. The Wiener transformed data is
partitioned using the multi-pass K-means algoritifar DKN-=>A DMN->A
the clusters, Apriori procedure is used from which
frequent itemsets and Association rules are gesgratDNVW->A DNW2A
Large datasets are partitioned so that the camidat
itemsets generated will be very less and Databadd®N=>A HN-2A
scanning will also be done for adequate data which
increases the efficiency. IMN A INVW2A
A market basket data sample is taken here with 9%W9A KNDA
transactions of a supermarket, Anantha Stores i
Tirunelveli, Tamil Nadu. For sample, 988 transausias LA MN=A
considered here for experiments which is the ong dgny->A NQWSA
transactions (04-April-2011) of the store.

NU->A NVWRA

Apriori algorithm generates two frequenrt-itemsets
ADIN andAINV for 25% support. Twenty orkitemsets NW-2A BFK2>A
twenty eight 2-itemsets and twelve 3-itemsets also
generated. Strong rule generatedN®V-=>A for 100% IN2A N>A

confidence which means ¥ andW are purchased thek
will also be purchased.

From the ARs generated, it is observed thé the main
item of the Market. IN, W, V, | and Dis bought therA
will also be purchased. K, I, VandW is purchased then
N will also be purchased. To improve the profitAihas
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some promotional offers, sales will be improvedhedt
frequent itemsets and ARs are given in the Tabss h
summary.

Table 2: Apriori & K-Apriori Result analysis for Miet
Basket dataset with support =50%

Maximu
m Total
Number Total Number
Number of
< of Frequent of
S | Frequen 9 Associatio
© ltemsets
bt t n Rules
S Itemsets
=)
c
O — = — = — =
©181€ & |2]8 |2
=3 < >3 < >3 <
< v < v < o
50 2 3 4 13 2 32
60 2 3 4 13 2 32
70 2 3 4 13 1 27
80 2 3 4 13 1 15
a0 2 3 4 13 1 5
100 2 3 4 13 0 0

For 50% supportd, D and Narel-itemsetandANis the
2-itemsefgenerated by Apriori algorithnN-2A is the AR
generated for 90% confidence level.

For 50% supportA, C, D, I, M, Nand Q arel-itemsets
DQ, DN, DM, AN and Alare2-itemsetgenerated by K-
Apriori.

AR generated isN2A for 90%confidence. The sample
set ARs generated for 90% confidence are presented

below.
Al 2N
IN >A
| 2A

N=>A
W -2>A

It meansA is the main item of the Market. N, W and |
are bought therA will also be purchased. K& and lis

purchased thel will also be purchased. Other frequent
itemsets and ARs are given in the Table 2 as a sugnm
Total number of frequent itemsets generated forigkpr
algorithm are 4 but 13 for K-Apriori algorithm f&0%
support. Apriori generates 1 AR for 90% confidebcg
K-Apriori generates 5 ARs for 90% confidence, itans
these generated strong rules can be used to imphave
sales of the Market. Due to similarity in groupsiteins,
more number of efficient ARs are generated.

5. Conclusion

Market basket data analysis is an important datangi
issue to be handled in very large databases. Market
databases are homogenous databases in binary fdnmat
the very large binary databases to find the cdicgla
among the purchased items, frequent itemsets ad us
from which Association rules can be derived forisiea
making. Apriori is the simple and efficient algbwin for
frequent itemset mining; the antimonocity propertgkes

it simple for binary databases. A new K-Apriori
Algorithm is proposed here to perform frequent gem
mining in an efficient manner. Initially the binadata is
clustered using the multi-pass K-means algorithsetla
on the linear wiener transformation. The similaoigys of
data (clusters) are used in Apriori algorithm foequent
itemset generation. Apriori algorithmic proceduseused
for K clusters and the frequent itemsets are generaged f
which Association rules are derived. Experimente ar
performed using real and synthetic data and found K
Apriori is more efficient compared to Apriori algtm.
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